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TALK OUTLINE

Whatis (modern) artiticial intelligence?

How does it work?
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LARGE LANGUAGE MODELS

https://chat.openai.com/

Q: Explain the schooling system in Queensland, Australia: what levels are there, what
qualifications can be gained, etc.?


https://chat.openai.com/

LARGE LANGUAGE MODELS

https://chat.openai.com/

Q: I have 419 red apples and 201 green apples. | eat 300 of the apples. How many apples to |
have left?

A: You have a total of 419 red apples + 201 green apples, which equals 620 apples initially.
If you eat 300 apples, subtract that from the initial count:
620 (initial count) - 300 (eaten) = 320 apples left.

So, you have 320 apples left after eating 300 of them.


https://chat.openai.com/

LARGE LANGUAGE MODELS

https://chat.openai.com/

Q: I have 419 red apples and 201 green apples. | eat 300 of the apples. How many red apples
do | have left?

A: You initially had 419 red apples. After eating 300 apples from your total count, you have:
419 (initial red apples) - 300 (eaten) = 119 red apples left.

So, you have 119 red apples left.


https://chat.openai.com/

LARGE LANGUAGE MODELS

https://chat.openai.com/

Q: I have 419 red apples and 201 green apples. | eat 300 of the apples. How many green
apples do | have left?

A: You initially had 201 green apples. After eating 300 apples from your total count, you
have:

201 (initial green apples) - 300 (eaten) = -99 green apples.

It appears that you've eaten more green apples than you initially had, so you have a negative

balance of 99 green apples. In reality, you don't have any green apples left, and you're left
with only the remaining 119 red apples.


https://chat.openai.com/

LARGE LANGUAGE MODELS

Formalizing Trust in Artificial Intelligence:
Prerequisites, Causes and Goals of Human Trust in Al
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HOW DO THESE LANGUAGE MODELS WORK?

b))

“The woman ran up the

b))

“What did the woman run up?




RETRIEVAL-AUGMENTED GENERATION (RAG)

R

e https://copilot.microsoft.com/

https://www.perplexity.ai/

Q: Who wrote the paper "Formalizing trust in artificial intelligence: Prerequisites, causes a
human trust in Al"?


https://www.perplexity.ai/
https://copilot.microsoft.com/

THANK YOU

Tim Miller
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